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American democracy faces serious challenges. Partisan polarization is at historic highs, 

policymaking is in gridlock, and neither policy makers nor citizens can agree with out-partisans 

on a shared set of facts. Nearly 30% of Republican voters do not believe the current president, 

Democrat Joe Biden, was legitimately elected to office. One of the few sentiments opposing 

partisans share is that American democracy is in peril (Vinopal 2021). At the same time, the 

digital media environment is serving as a scapegoat for these problems. Even though billions of 

users spend significant amounts of time on social media, people are increasingly likely to report 

that they don’t trust the information they encounter there. People love to hate social media, and 

politicians, the punditry, and many researchers blame these trends on various aspects of the 

changing media environment (Pariser 2011; Sunstein 2017).1  

While there might be some truth to those assessments, they are incomplete. Placing 

blame almost entirely at the feet of the media environment underappreciates other important 

factors that are contributing to these trends. One problem is that related research focuses 

primarily on things that drive exposure—exposure to partisan media, exposure to 

misinformation. Because of their impact on media choice and selective exposure, researchers 

tend to focus primarily on the infrastructures, affordances and features of the media environment 

that affect the market of content offerings in the information climate (e.g., Feldman et al. 2014; 

Van Aelst et al. 2017). While uncovering how alternate media structures impact exposure is 

critical, it tells only part of the story. In ways that go beyond their impact on exposure, individual 

level cognitive biases and the rapidly proliferating menu of platforms and content structures also 

influence how information is processed once exposure occurs (e.g., Dunaway et al. 2018; 

Brugnoli et al. 2019; Dunaway and Soroka 2021; Nelson and Lei 2018). Moreover, the nature 

 
1 Various parts of this chapter draw on arguments made in Dunaway (2021) and Dunaway and Settle (2021). 
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and impact of that influence is conditional on whether exposure is motivated instead of incidental 

or targeted (Prior 2007; Stroud 2011). In addition, there are media system-level drivers – 

unchanged from earlier eras of information technology – that are also behind these trends. 

 The central conclusion of this chapter is that to better understand the challenges the 

digital media environment poses for news and democracy, currently distinct approaches that 

emphasize either structural or cognitive elements need to be synthesized, and with system-level 

factors in mind. Elaborating on the market-structural factors that drive exposure without due 

consideration for how context operates in tandem with individual level differences to shape 

processing does little to shed light on political behavior and outcomes. We are not arguing that 

digital and social media do not play a role in exacerbating these trends, but we stress the need for 

a full account of the various contributing factors and the conditions under which these threats to 

democracy will continue to intensify. Drawing from both structural and cognitive explanations 

underscores that exposure to information does not necessitate its processing, acceptance, or 

endorsement. Rather, beliefs and predispositions drive information consumption and processing 

as much as they are shaped by them. Without incorporating structural, cognitive, and system-

level explanations, attempts to understand and meet challenges for news and democracy will be 

fruitless. 

Defining the Threats  

As Lawrence and Napoli highlight in the opening chapter of this volume, information 

plays a critical role in most conceptions of a well-functioning democracy. That’s one reason the 

contemporary media environment is at the center of scholarly efforts to understand rising 

polarization and the rampant dissemination and acceptance of misinformation. It follows that a 

major objective of this volume is to ask whether and how research can help us identify paths 
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forward for combating these threats. We certainly think it can, but only if the broader research 

endeavor recognizes the multi-faceted nature of their underlying causes. Most research trying to 

understand our polarized, misinformed citizenry centers around changing media structures. In 

this chapter, we challenge what we see as a lopsided focus in this body of work, which places a 

disproportionate emphasis on structural explanations rather than cognitive and affective 

processes.  

To be clear, structural changes to the media environment are important drivers of these 

phenomena. The highly fragmented state of today’s media certainly allows for exposure to 

partisan sources of news and political information, and the peer-to-peer sharing affordances of 

social media networks enable widespread sharing and exposure of misinformation. But we 

underscore the importance of individual-level and system-level factors--such as cognitive biases 

and the commercial nature of our media system--both of which are also contributing to the crisis. 

Even if the implementation of policy remedies is only feasible at the media platform, outlet, or 

market levels, they should be developed with individual and system level drivers in mind.  

Evidence for structural arguments is evaluated in the next section, followed by a review 

of the theories explaining the rise of polarization and misinformation through cognitive and 

affective processes. The following section advocates for a reconciliation between the two 

approaches in consideration, and the penultimate section emphasizes that this needs to be done 

with system level influences in mind. We conclude with a discussion of areas for future research.  

Structural Explanations 

Two main characteristics of the digital media environment form the foundation of the 

leading structural theories of the current democratic, informational crisis. The first is its 

expanded level of media choice or high rate of media fragmentation. When we say the 
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contemporary media environment is high choice, or highly fragmented, we refer to the expansion 

of channels, websites, and programming made available with the arrival of cable and the internet 

(Stroud 2011; Arceneaux & Johnson 2013). Though many readers may not remember the days 

when most households had access to only about five channels on television, five was peak choice 

for years. Following the arrival of cable, channel offerings expanded rapidly (Prior 2007). 

Between the years of 1985 and 2008 the average number of channels grew sixfold to nearly 130 

channels her household. By 2013, the average number of channels per household it was 189 

(Webster 2014; Guess 2014).  

Later, the arrival of the internet only hastened the expansion of choice and points of 

access for consuming media content. Not only did consumers have countless channels and 

programs from which to choose, they could suddenly do so on their computers, too. Broadly, the 

expansion of content offerings was great for consumer audiences because it provided something 

for everyone (Prior 2007). However, the flexibility and choice afforded by a fragmented media 

environment also had its downsides – one being its potential for encouraging media selectivity 

and ideological segregation (Stroud 2008). Researchers quickly recognized the potential for 

encouraging polarization. One prominent theory, for example, posits a causal relationship 

between polarization and the development of “partisan echo chambers” and “partisan enclaves,” 

alleging that selective exposure produces create informal silos that discourage incidental 

exposure to alternative or oppositional perspectives (Stroud 2011; Sunstein 2017). And if the 

high-choice setting and the threat of selectivity were not enough, online consumers of news can 

find themselves isolated too, segregated by algorithmic filtering based on prior online behavior 

and predictive models of partisanship (Pariser 2011). These “filter bubbles” and “echo 

chambers” are worrisome because they reduce the likelihood of exposure to alternative views 
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and sources of information. That is problematic in the eyes of many observers because according 

to democratic theory this kind of exposure to oppositional perspectives should be associated with 

tolerance and support for compromise (Pariser 2011; Sunstein 2017).  

Social media platforms are also characterized by structural features associated with 

polarization (Settle 2018) and exposure to misinformation (Lazer et al. 2018). In addition to 

offering high (but limited) levels of choice and filtered exposure, their peer-to-peer networking 

structures and sharing capabilities allow for the possibility of routine exposure to misinformation 

and polarizing political content (Sunstein 2017). Extant research demonstrates how rapidly and 

frequently inaccurate information spreads online and through social media networks (Boxell et 

al. 2017; Lazer et al. 2018). 

 Misinformation and polarization can also exacerbate one another. Strong partisan 

identities and polarization often facilitate selective exposure, which occurs when people to seek 

out information sources in line with their existing views (Jerit and Zhao 2020). Here the high-

choice media structure promotes misinformation exposure by encouraging regular engagement 

with in-party media via selectivity, algorithmic filtering, or homogeneous social networks 

(Sunstein 2017). These can assist in the spreading and acceptance of misinformation because 

perceived credibility is ostensibly higher within homogeneous networks and among in-partisans.  

However, research on the effects of the high choice media environment and algorithmic 

filtering tell a more complicated story. Evidence for online ideological segregation through 

partisan enclaves, network homophily, and low exposure diversity is inconclusive (e.g., Weeks et 

al. 2017; Bruns 2019), as is evidence about its effects (Flaxman et al. 2016; Peterson et al. 2018). 

Even though the structural arrangements of social networking sites promote exposure to 

agreeable political views more often than oppositional views, exposure to information from 



 7 

opposition-party friendly sources occurs regularly. Up to half of user exposure involves cross-

cutting material (Bakshy et al. 2015). Some research finds that social media use – via network 

ties and endorsements – increases exposure diversity rather than reducing it (Goel, Mason, and 

Watts 2010; Messing and Westwood 2014). Research examining web traffic data reveals a very 

high proportion of the internet audience is highly concentrated on mainstream sites (Hindman 

2018; Flaxman et al. 2016).  

Even historical and demographic patterns challenge the notion of a causal relationship 

between recent changes to the media environment and polarization. Polarization started its climb 

in the mid-20th century, temporally preceding even the arrival of cable and the internet (Prior 

2013), not to mention social media. Further, the demographic groups using digital media least 

and spending the least amount of time online are most polarized (Boxell et al. 2017).   

Extant research also challenges the premise that exposure to oppositional views 

encourages moderation and support for compromise (Kunda, 1990). In fact, when partisans are 

exposed to perspectives challenging their own, the effect is to strengthen existing predispositions 

as opposed to moderating them (Arceneaux and Vander Wielen 2013; Bail et al. 2019). This may 

explain one reason why there is little evidence of attitudinal or behavioral effects even when 

echo chambers are found (Peterson et al. 2018).  

Discerning their impact on political attitudes and behavior is also difficult because the 

structures of social media platforms were developed with social – and not necessarily political – 

considerations in mind. This complicates researchers’ ability to find direct causal linkages 

between social media use and polarization (Messing and Westwood 2014; Settle 2018). Thus, 

even though research can establish that the opportunity for exposure and attention to polarizing 
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information in the contemporary media environment is high, its true impact on attitudes and 

behavior is still unknown (Bail et al. 2019).  

The emergence of digital media introduced many disruptive structural changes, some 

with the potential to encourage polarization or lead to the development of misperceptions 

(Sunstein 2017; Weeks 2018). Thus, structural accounts are understandable, yet scholars have 

unearthed a significant amount of evidence to refute the notion that these structures are the 

primary drivers of an increasingly polarized and misinformed public (e.g., Prior 2007; Webster 

& Ksiazek 2012; Arceneaux & Johnson 2013). Nevertheless, for many, the fact that expanding 

media choice and rising polarization incentivize media selectivity and fact avoidance raises the 

possibility that they are also increasing audiences’ vulnerability to misinformation. This view is 

certainly warranted, but we contend – and other research suggests – structural changes at the 

market level only provide a partial explanation for these problems.  

Processing Explanations 

In contrast to structural accounts, processing-based explanations for a polarized and misinformed 

public portray the structural features of the media environment as more handmaiden than driver 

of misperceptions. Specifically, they point to the importance of cognitive biases and polarization 

in terms of how they affect the processing of information upon exposure (Flynn et al. 2017; 

Weeks and Garrett 2014).  

 Motivated reasoning theories, for example, posit that the both the collection and 

consumption of information is motivated by certain goals. Accuracy goals are aimed at coming 

to an informed decision, while directional goals seek support for attitude-consistent conclusions. 

Directional goals are guided by partisanship in the processing of political information 

(Druckman et al. 2013; Taber and Lodge 2013). For this reason, the development of 
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misperceptions is often attributed to directional motivated reasoning (Jerit and Zhao 2020). 

Structural theories emphasize that directional motivated reasoning can guide how people seek 

information to yield attitude consistent conclusions, and cognitive explanations emphasize its 

influence on how people process information to yield attitude consistent conclusions.  

 We focus here on how motivated reasoning affects processing. One way is through 

motivated reasoning in support of partisanship as a social identity. According to social identity 

theory explanations of partisanship, party identification is an affective and psychological 

attachment. As such, partisans interpret information in ways to support a benign view of the 

partisan in-group (Lelkes, 2018). The development of inaccurate beliefs is often a response to 

identity threat. This explains why people interpret economic information in ways that are 

consistent with defense of their partisan identities, regardless of its accuracy (Schaffner and 

Roche, 2017). It’s also why partisans endorse conspiracies consistent with their political views 

(Miller et al., 2016). Identity protection even extends to motivated reasoning about information 

aimed at correcting or retracting misinformation. Partisans are reluctant to dismiss 

misinformation even in the face of corrections if that misinformation is consistent with their 

political predispositions (Kunda, 1990; Arceneaux & Vander Wielen, 2013; Bail et al., 2018). 

 However, when it comes to exposure to misinformation or disinformation, it is important 

to recall that under motivated reasoning, directional motivated reasoning goals should condition 

the effect. If directional motivated reasoning is occurring, congenial or attitude-consistent 

misinformation should be accepted, and disagreeable misinformation resisted. In other words, 

exposure to counter-attitudinal misinformation is not likely to exert persuasive influence because 

it is inconsistent with in-group arguments and consistent with those of the out-group. In fact, 

some research suggests it should have a backlash effect where exposure to counter-attitudinal 
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information prompts counter-arguments as part of a defensive strategy, ultimately increasing in-

group identity salience (Kunda 1990; Arceneaux & Vander Wielen, 2013; Bail et al. 2018). If 

anything, pre-existing attitudes should emerge stronger after such exposure and identity-

threatening misinformation should be dismissed or rejected. Political identity conditions the 

acceptance of misinformation more than mere exposure to misinformation (Thorson 2016; 

Nyhan and Reifler 2010).  

 Recent lines of work on affective polarization and partisan sorting (e.g., Iyengar et al. 

2012; Iyengar and Westwood 2015; Mason 2015; 2016) also highlight the importance of 

cognitive processing. This work illustrates how cognitive biases and existing predispositions 

shape responses to encounters with political information. Affective polarization – defined by 

Druckman and Levendusky (2019, 119) as “the tendency of Democrats and Republicans to 

dislike and distrust one another,” is on the rise in America (Iyengar et al. 2012; Iyengar and 

Krupenkin 2018; Mason and Wronski 2018). At the same time, the public is becoming more 

sorted along partisan and ideological lines. Partisan-ideological sorting describes a process by 

which political identities are becoming more consistent and better organized. As sorting occurs, 

party identification gets further entwined with other social and cultural identities, strengthening 

the partisan identity and affect (Mason 2015; 2016). These patterns are reflected in higher levels 

of in-group favoritism and out-group dislike (Huddy et al. 2015; Iyengar and Krupenkin 2018; 

Mason and Wronski 2018). 

 A polarized and sorted political context should only exacerbate the influence of cognitive 

biases when people are exposed to political information. Sorted and affectively polarized  

citizens are those especially likely seek out and process information as highly motivated 

reasoners. Whether they ignore or process misinformation will depend on its direction and 
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relationship with existing beliefs (Lewandowsky et al. 2005; Gaines et al. 2007; Nyhan and 

Reifler 2010). Research on misinformation supports this view. Misinformation is commonly 

used to support existing opinions and beliefs (Reedy et al. 2014). When misinformation is 

consistent with political identity, it is more likely to be accepted or endorsed in support of in-

party evaluations (e.g., Flynn et al. 2017; Weeks and Garrett 2014; Marsh and Yang 2018; 

Garrett et al. 2016; Gaines et al. 2007; Schaffner and Roche 2016).  

 Research on expressive responding examines whether agreeing with political 

misperceptions reflect partisan cheerleading or expression rather than sincere beliefs (Bullock et 

al. 2013; Khanna and Sood 2018; Schaffner and Luks 2018). Evidence for this argument is still 

inconclusive (Berinsky 2018; Jerit and Zhao 2020; Peterson and Iyengar, 2021). Similarly, 

related work on the measurement of misperceptions (Cor and Sood 2016; Jerit and Zhao 2020) 

asserts that misperceptions expressed in survey responses reflect inconsistencies associated with 

top of the head responses, rather than true misperceptions, consistent with early work on 

response instability (Zaller and Feldman 1992). This work questions whether misperceptions 

reflect beliefs about facts or fact-bending to fit existing beliefs. 

 Either way, these perspectives illustrate how the challenges of rising polarization and 

misinformation are borne from more than just structural changes occurring in the media 

environment. Structural changes might allow for more exposure to partisan information and 

misinformation, but exposure does not necessarily equate with attention, and the impact of 

information exposure is conditional on whether and how it is attended to and processed (Zaller 

1992; Dunaway and Searles 2022). Even as the media landscape and information technologies 

have continued to evolve, they’ve done so in ways that influence more than just market offerings 

or content choice. Information is now delivered in different volumes through many different 
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platforms or venues throughout the day (Molyneux 2018). Even if the content to which various 

users are exposed is not entirely different, its presentation is. Whether through differences among 

platforms or differences between televisions, desktop machines, and mobile devices, the 

structure of the information as presented to us has most certainly changed, and it has done so in 

ways that are likely to affect how we process it (Dunaway and Searles 2022). This suggests that 

any complete explanation for the problems of polarization and misinformation must consider 

how cognitive biases and individual differences shape information seeking and processing. The 

need for a richer theory, one that incorporates the constraint on attention wrought by devices, 

platforms, and other structural facets with research on cognitive and affective processing, is 

detailed in the next section. 

Combining the Two: Structured Processing 

 The same cognitive biases leading us to avoid effortful processing induced by exposure 

to counter-attitudinal information also deter us from effortful processing induced by affordances 

and features of new communication technologies (Dunaway and Searles 2022). For example, 

mobile news consumers spend far less time reading news stories (Dunaway et al. 2018), even 

when exposed to them several times a day (Molyneux 2018). They also tend to be less 

cognitively and emotionally engaged (Dunaway and Soroka 2019). Do the fleeting attention 

spans of mobile users make them more or less susceptible to effects of misinformation or 

polarizing content?  

 Research on attentiveness to digital, social, and mobile news suggests attention scarcity 

in the digital media environment might limit the impact of exposure (Dunaway et al. 2018; 

Hindman 2018). Facebook and other social media referrals drive traffic to news websites, but 

many referred users only stay for fractions of a second (Hindman 2018; Kamerer 2020). 
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However, it is worth noting that most platforms use "dwell time" as a quality signal; high bounce 

rates and quick user returns to social media platforms indicate poor content, which is then down-

ranked (Yoshida et al. 2019). Such platform features will aim to prioritize content that will 

capture and keep attention. 

 Much information sharing and re-sharing via peer-to-peer social networks also occurs 

without much attention to content. Senders take cues from headlines and make inferences from 

social and endorsements in lieu of attending to actual content (Pennycook et al. 2020; but see 

Beam et al. 2016). Thus, while widespread sharing of information might be indicative of 

engagement, it can often reflect mere expression based on such cues, and therefore it is not 

necessarily indicative of consumption or anything more than brief exposure (Pennycook et al. 

2020). We have far less evidence on behavior and reactions among recipients of shares and re-

shares. The limited evidence we do have suggests we cannot assume informational cues will 

work similarly on social and traditional media (Messing and Westwood 2014). 

 What effects should we expect if exposure is fleeting on digital, social, and mobile 

media? Messages must capture attention if they are to affect attitudes or behavior. We are only 

just beginning to understand the limits of the typical digital media attention-span. Moreover, 

platform specific content formats such as news feeds also affect exposure and processing. 

Newsfeeds, for example, restrict choice and selectivity, thereby increasing the likelihood of 

incidental exposure through algorithmic filtering and network effects. Several studies suggest 

that restricted choice through news feed structures increase rates of incidental exposure and 

facilitate learning (Bode 2016) and agenda setting effects from media (Feezell 2018).  

 News feeds can also blend and display social and political information in ways that shape 

cognitive and affective responses to encourage polarization. At present, there is mixed evidence 
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on the question of whether the social aspects of social media make us polarized. While social 

endorsements on social media sites can override partisan source cues in ways that are ostensibly 

depolarizing (Messing and Westwood 2014), Settle’s (2018) work suggests the blending of 

social and political information on Facebook is a driver of polarization. The structural effects of 

news feeds provide a clear example of how changes to communication technology can affect 

information processing and opinion formation. 

Structured Processing in Context 

 While so many things have changed to affect how we encounter and process messages in 

today’s information environment, the economic, profit-based nature of our media system has 

stayed largely the same. Though the metrics for measuring audience interest and attention have 

changed significantly, the underlying economic model has not – media companies earn revenue 

by attracting and capturing audience attention (Napoli 2011; Webster 2014). As such, 

perceptions about what will capture audience attention exerts influence over the information we 

encounter. Such perceptions are influenced by metrics based on previous audience behaviors, as 

well as inferences made from those behaviors and what is known about our common cognitive 

biases.  

Facebook’s recent struggles make for a good case in point. Since 2016, the social media 

giant has been in and out of trouble with lawmakers and the public for its problems with 

misinformation. Most recently, the company earned negative publicity for tweaking its algorithm 

for determining who sees what in ways that created troubling – even if unintended – social and 

political consequences. The tweak was a solution Facebook for what the company viewed as an 

“engagement problem” -- they were losing users for the first time, and the engagement metrics 

were showing it. The objective of the tweak was to adjust the algorithm to allow for more 



 15 

“meaningful social interactions” by changing the way content – posts, reactions, shares and 

reshares – were scored for engagement. Put simply, the new algorithm prioritized material that 

earned higher levels of engagement (i.e. comments and responses going beyond the usual likes). 

In practice, the effect was to amplify the most divisive content such as misinformation, heated 

exchanges, and violent content (Hagey & Horwitz 2021).  

According to an internal Facebook report and investigative reporting by the Wall Street 

Journal the new algorithm’s heavy weighting of reshared material in its News Feed made heated 

voices and exchanges louder. By prioritizing views of high-engagement content, it also had the 

effect of incentivizing media, political actors, and individual users to produce even more of this 

kind of content. European political parties, for example, reportedly shifted their policy positions 

in more extreme directions to resonate more on the platform. Similarly, party leaders relied 

increasingly on negative and inflammatory rhetoric to maintain high engagement on the site 

(Hagey & Horwitz 2021). CEO Mark Zuckerberg and other Facebook executives were criticized 

heavily for failing to act in response when confronted with this information, expressing concern 

about what changing it back would mean for engagement numbers. But this should be no 

surprise. Because Facebook’s revenue model is based on sustained engagement on the site, they 

have an economic incentive to structure content in ways that sustain time on site, likes, and 

shares (Hagey & Horwitz 2021).  

Facebook’s recent struggles make for a timely example, but they exemplify an age-old 

problem: the temptation media companies face when forced to choose whether to prioritize 

content with earning potential or content with societal value. All too often, profit considerations 

win out, but such choices are not specific to any one company or CEO. It’s a choice dictated by 

perceptions of audience tastes. If more audiences tune in or stay on the page in response to 
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negative, sensational, or inflammatory content, the temptation to prioritize it difficult to resist 

absent other incentives to do so. For similar reasons, research documents an inverse relationship 

between the profit-motives of media outlets and informativeness in news reporting (Hamilton 

2004). Entertainment and crime news stories typically attract and retain more audiences than in 

depth reporting on public policy-related news. The same incentives are also apparent in studies 

of media reporting on political advertising during campaigns. When news media started covering 

negative attack ads at much higher rates than neutral and positive ads, campaigns aired more 

attack ads in response. Because media coverage amplifies the messages in campaign ads (Ridout 

and Smith 2008), the free airtime the negative ads earned created the incentive to produce them 

more (Geer 2012).  

Scores of studies document humans’ psychological tendency to pay more attention to 

negative information than neutral or positive information; research also shows this pattern of 

attention allocation applies to how we consume news and political information (Soroka 2014). 

The cognitive bias for negative and inflammatory content is one reason why “if it bleeds, it 

leads” on local television news. It is likely for the same reasons that polarizing and inflammatory 

content is prioritized on Facebook. In other words, such decisions are likely attributable to the 

fact that they are incentivized by the predominantly for-profit nature of our media system, 

audience tastes, and the metrics we use to track those tastes more than anything else. While the 

evidence to suggest this is true for the Facebook case is only anecdotal, decades of research on 

traditional media show that news values born from the need to attract and retain audiences often 

produce lowest common denominator type content (McManus 1994). Whether we get 

infotainment, hard news, objective, or slanted news is largely determined by perceptions about 
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what audiences want (Hamilton 2004; Gentzkow and Shapiro 2010). Market demand is 

powerful, and audience preferences are known to shape media content.  

Discussion and Conclusion 

 Researchers and democratic observers are intensely concerned about polarization and 

misinformation (e.g., DiFonzo et al. 2016; Flynn et al. 2017; Pennycook et al. 2018; Thorson et 

al. 2018; Weaver et al. 2007). Both play a role in the widespread formation of misperceptions 

and inaccurate beliefs, and both loom as threats to democracy. The contemporary digital media 

environment is a natural place to look for causal explanations, but research suggests there is 

more to the story. 

 While the structural components of digital media orchestrate opportunities for avoiding 

facts and encountering misinformation, peoples’ beliefs and predispositions motivate what 

information is sought and how it is processed. Put differently, beliefs and predispositions 

influence the processing and consumption of information to a greater degree than they are altered 

by them. In the U.S. context, currently characterized by growing affective polarization and elite 

polarization, the effects of motivated reasoning and political identities should only increase their 

influence over how people seek and process information. If partisanship is rigid enough to shape 

how we evaluate information to which we are exposed, the likelihood that oppositional 

misinformation will have persuasive is likely minimal (Bennett and Iyengar 2008; Iyengar 2017). 

 Yet, whether there are important behavioral effects from such exposure remains an open 

question. Far less work focuses on how exposure shapes actual behavior relative to studies of 

exposure itself. Even though extant work suggests that the direct effects of factual 

misinformation might be minimal – or at the very least conditional, despite high rates of mass 

exposure – our ability to make this kind of conclusion depends on several questions that are yet 
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unresolved by the literature. One possibility is that high rates of motivated exposure to political 

information may result in an increase in information that is processed and accepted but with little 

effect on currently held attitudes and beliefs. Similarly, rates of incidental exposure may be high, 

especially on some platforms, but not sufficiently high to encourage those with little interest to 

engage in processing to produce acceptance or behavioral change. These are answers to 

important questions we do not yet know.  

We should also consider what cultural, political and institutional processes are 

strengthening political identities and increasing affective polarization, and we need to question 

whether and how the continual strategic misuse of political information by elites is going to 

exacerbate those trends and their effects. To do this successfully, we need to go beyond 

questions about who will be exposed to what and to move toward understanding how 

misinformation is processed across individuals, platforms and contexts, and to what effect.  

We must also consider how different platforms and devices will impact likelihood, 

duration, and nature of exposure. Today, political information is shared, displayed, blended, and 

presented in many forms, affecting attention and processing in consequential ways. At the same 

time, we need to reconcile how cognitive biases shape content on the front end, by creating the 

market demand for it, and what this means for the strategic communication incentives for media 

companies and political elites. Many new affordances and features characterize the contemporary 

digital media environment. They have a clear impact on citizens’ willingness and ability to 

process information upon exposure (Molyneux 2018; Dunaway et al. 2018; Settle 2018; 

Dunaway and Soroka 2019). Yet our limited digital attention spans only mean that digital media 

companies and other generators of content will continue to seek means by which to attract and 

retain our attention. 
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 People worry about partisan news and other partisan sources of information on social 

media, but the system incentivizes media to amplify negative and sensational content because 

many of our cognitive biases create a market demand for it. While digital and social media may 

vastly expand our opportunities for exposure to negative, polarizing or inaccurate content, it is 

important to remember that the audience appetites incentivizing its use existed well before the 

dawn of digital and social media. When it comes to understanding the various drivers of 

polarization and misinformation, we the people are also part of the problem.  
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